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Teaching with Integrity

Building an Ethical
Al Strategy for Education




Housekeeping

Webinar Recording will be shared with all
attendees within 2 days.
o Access all recordings at Packback.co/webinars

Ask all questions with the Q&A feature.
o The Q&A feature will allow for questions to
be answered by all panelists.

Use the chat for discussion and sharing.

Panelists & Packback team members will be
monitoring the Q&A and using the chat to
share resources.



http://packback.co/webinars

Today’s Panelists

Dr. Craig Booth Barbara Kenny Dr. Rufus Glasper
Chief Technology Officer Senior Product Manager, Al President and CEO
Packback Packback League for Innovation in the
Community College
packback



Why This, Why Now?

packback
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Poll Question

How comfortable would you
feel relying on your
institution’s Al policy to
navigate a difficult situation
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Everybody is Under Pressure

Overwhelmed
Every week brings new tools
and new promises

Uncertain
What's ethical? What's
allowed? What works?

Under pressure
Students are using Al right
now, with or without guidance.
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Disconnected
Professional development
often lags behind.

Pressure from Unclear ROI
all sides: Every vendor claims impact; few
From faculty, from students, show evidence that aligns with
from accreditors institutional goals

Administrators

Equity concerns Reputation & trust
Will Al widen gaps between Am | behind? Or worse - an
students? irresponsible early adopter?

6



Our Highest Intention For This Webinar Series

Our Intention The Series

Our goal isn't to tell you what to think about Al—it's to
give you a foundation for making your own intentional,

Each of these webinars will stand alone, but together
paint a cohesive picture of the role of Al in education

evidence-based decisions about how to use it.

packback

To replace hype and fear with understanding
To build a shared mental model for talking
about Al in education

To equip instructors and leaders with
language, frameworks, and practical tools

To reclaim the human center of teaching and
learning in an Al-rich world

Part 1: What Educators Get Wrong About Al (And
How to Get It Right)

Part 2: Teaching with Integrity: Building an
Ethical Al Strategy for Education

Part 3: Designing for Engagement and Mastery
Part 4: Originality Starts with Us: Helping
Students Think for Themselves in an Al World
Part 5: Education for the Future: Building Al
Literacy and Lifelong Learning Skills



Recap of Part 1

e Al # ChatGPT:
Understand the full Al landscape

(rule-based — predictive — generative).

e Fluency # Understanding:
LLMs sound smart but lack reasoning;
human judgment stays essential.

e Match Tool to Task:
Use the right kind of Al for the right job;

automate low-stakes, guide high-stakes.

packback
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- From Values to Governance:

Setting the compass before the rules



From Values to
Governance orincbles

Values: What we stand for.

Policy

Principles: How we live those values in action.

Policy: How we formalize and protect those
principles.

Practice: How we express those policies in
everyday action.

Nobody can tell you what your values should be.

Values aren’t something handed down; they have to be
named and owned by the community they guide.

packback




Al concerns itself with getting machines to read, to reason,
to express themselves, to make generalizations, and to
learn. These issues are the stuff of education after all ...

Al people are in a unique position to improve
education... [W]e can couple our expertise in
computer technology with our theories of learning
and understanding to build computer-based
instructional systems that will have a positive
impact on education.

packback 1




From Values to Governance

Al and Ethics (2022) 2:431-440

“Despite the potential benefits of Al

to support students’ learning
experiences and teachers’ practices,

PRIVACY BIAS AND
th ethical and societr o)
drawbacks of these systems are S
rarely fully considered |...]. The :iﬂf‘.{.?fff.CE

ethical challenges of Al in education
must be identified and introduced
to teachers and students.”

Akgun, S., & Greenhow, C. (2022). Artificial intelligence in education: Addressing ethical challenges in
K-12 settings. Al and Ethics, 2(3), 431-440. https://doi.org/10.1007/s43681-021-00096-7
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Frameworks for
Responsibility

Frameworks are emerging and
share many similarities:

e  UN: Principles for the Ethical Use of Artificial
Intelligence in the United Nations System

e  UNESCO: Recommendation on the Ethics of
Artificial Intelligence

e US Govt: Blueprint for an Al Bill of Rights

e  OECD: Al Principles

e EU:AlAct
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THE WHITE HOUSE

BLUEPRINT FOR AN Al BILL
OF RIGHTS

MAKING AUTOMATED SYSTEMS WORK FOR

OECD AI Principles

Al offers considerable benefits in areas like healtht

THE AMERICAN PEOPLE

MW= > osTe

and automated systems in ways that threaten the

mong the great challenges posed to democracy today is the use of
and scientific progress. It also brings risks with pot

technology, d

disinformation, data insecurity and copyright infrir
more, Al knows no borders. In this context, the pri

rights of the American public. Too often, thest

limit our opportunities and prevent our access to criti

foundation for international cooperation and..

READ MORE

services. These problems are well documented. In America and around the

world, systems supposed to help with patient care have proven unsafe,

ineffective, or biased. Algorithms used in hiring and credit decisions have
been found to reflect and reproduce existing unwanted inequities or embed

new harmful bias and discrimination. Unchecked social media data collection

READ MORE

Recommendation on the
Ethics of Artificial Intelligence

UNESCO « 2022

The protection of human rights and dignity is the cornerstone of the
Recommendation, based on the advancement of fundamental
principles such as transparency and fairness, always remembering the
importance of human oversight of Al systems.

READ MORE

Recommendation on

the Ethics
of Artificial
Intelligence
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From Values to Governance

Human rights
& dignity

Fairness /
non-discrimination

Transparency /
explainability

Accountability /
human oversight

Safety / robustness /
non-maleficence

Privacy / data
governance

Sustainability /
environment

packback

United Nations
“Principles for the
Ethical Use of Al in

the UN System”

UNESCO
“Recommendation
on the Ethics of
Artificial Intelligence”

White House Office of

Science & Technology

Policy “Blueprint for an
Al Bill of Rights”

OECD “Al
Principles”

EU Artificial
Intelligence Act
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From Values to Governance

Be a
Prioritize the supplement

well-being of for people;
students, above No Ig:rm not a
all else. ’ substitute .
Be transparent Be held
and accountable
by humans.
packback 15



From Values to Governance

Prioritize the
well-being of
students,
above all else.

® We believe Ethical Educational Al must
deliver meaningful improvements to the
well-being of those who use it.

e We believe Ethical Educational Al must
provide actionable feedback.

packback




From Values to Governance

Do No Harm.

o \We believe Ethical Educational Al must
continuously seek to reduce bias in its
feedback or classification.

e We believe Ethical Educational Al must
consider-and design for-the worst
possible scenarios.

e We believe Ethical Educational Al must be

built to take preventative measures to
protect data security and privacy.

packback

Jurisdiction

Colorado

Bill, Law, or Framework

SB 24-205 (Colorado Al Act) (enacted)
FPF Resource: Policy Brief; Two-Page
Cheat Sheet

Category

Governance of Al in Consequential Decisions

California

AB 2930 (Automated Decision Systems)
(proposed) (July 3, 2024)

Governance of Al in Consequential Decisions

Connecticut

SB 2 (proposed) (Apr. 24, 2024)
FPF Resource: Blog Post

Governance of Al in Consequential Decisions

Virginia

HB 747 (proposed) (Feb. 5, 2024)

Governance of Al in Consequential Decisions

Vermont

H 710 (proposed) (Jan. 9, 2024)

Governance of Al in Consequential Decisions

Washington

HB 1951 (proposed) (Jan. 19, 2024)

Governance of Al in Consequential Decisions

lllinois

HB 3773 (enacted) (Aug. 9, 2024)

Governance of Al in Consequential Employment
Decisions

New York
City

L.L. 144 (enacted) (2021)
L.L. 144 Rule (enacted) (2023)

Governance of Al in Consequential Employment
Decisions




From Values to Governance

Be a

Supplement
for people; s
not a substitute. A

(1685)

ELO RATING SCORES OF MAN VS. MACHINE VS. CYBORG

Zackary Stephen
e We believe Ethical Educational Al must build

(1398) l
solutions that augment and empower educators,
not seek to replace them.

© Michael Kitces, www.kitcescom

®  Augment: grow, or intensify

packback




From Values to Governance

Be transparent

8 Post-hoc explainability methods
o
and explainable
- . § Decision Trees
in plain language.
:

® We believe Ethical Educational Al

must be transparent and Highty Non-Lins Methods

explainable in plain language. Model complexity High

Uninterpretable

Partially
Interpretable

Flora, M. L., Potvin, C. K., McGovern, A., & Handler, S. (2024). A Machine Learning Explainability Tutorial for
Atmospheric Sciences. In Artificial Intelligence for the Earth Systems (Vol. 3, Issue 1). American
Meteorological Society. https://doi.org/10.1175/aies-d-23-0018.1
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From Values to Governance

Be held
accountable
by humans.

® We believe Ethical Educational Al must be
validated by human oversight.

e We believe Ethical Educational Al must defer
to decisions made by people, when those
decisions conflict with Al recommendations.

e We believe Ethical Educational Al should be

able to be challenged and questioned by the
people it serves.

packback
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Fig. 3: A human-in-the-loop data processing pipeline.

pre-processing

B = 3 = off

Text dataset Training and predict result
inference

Human
participants
feedback fro Pick a sample
human

Fig. 6: The model training and inferencing workflow of
human-in-the-loop in Natural Language Processing. The hu-
man participants provide various feedback in the stage of
model training and inferencing according to specific tasks to
nnnt thn mnefaemnsce of NLP models.

2. Human oversight shall aim to prevent or minimise the risks
to health, safety or fundamental rights that may emerge when a
high-risk AI system is used in accordance with its intended

purpose or under conditions of reasonably foreseeable misuse,
in particular where such risks persist despite the application of

other requirements set out in this
Section.

Wu, X, Xiao, L., Sun, Y., Zhang, J., Ma, T., & He, L. (2022). A survey
of human-in-the-loop for machine learning. In Future
Generation Computer Systems (Vol. 135, pp. 364-381). Elsevier
BV. https://doi.org/10.1016/j future.2022.05.014




- Peeking Inside the Black Box:

Clarity first: evidence over enchantment



Peeking Inside The Black Box

We have been
here before

From Plato’s distrust of writing to the
rise of the Internet, every leap in
knowledge-sharing has raised the
same question:

How do we understand knowledge

when we can no longer see or account
for the reasoning that produced it?
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Once an account has been written down, you find it all over the place, hobnobbing with
completely inappropriate people no less than with those who understand it, and completely
failing to know who it should and shouldn’t talk to. And faced with rudeness and unfair
abuse it always needs its father [its author] to come to its assistance, since it is incapable
of defending or helping itself. (Plato 2003, 275¢)

How the Web Destroys the Quality
of Students’ Research Papers

Point of View by David Rothenberg

Sometimes I look forward to the end-of-
semester rush, when students’ final papers
come streaming into my office and mailbox. I
could have hundreds of pages of original
thought to read and evaluate. Once in a
while, it is truly exciting to a question I've
asked the class to discuss.

But this past semester was different.
I noticed a disturbing decline in both the
quality of the writing and the originality of
the thoughts expressed. What had happened
since last fall? Did I ask worse questions? Were
my students unusually lazy? No. My class had
fallen victim to the latest easy way of writing a
paper: doing their research on the World-Wide-
Web.

It’s easy to spot a research paper that is
based primarily on information collected from
the Web. First, the bibliography cites no books,
just articles or pointers to places in that virtual
land somewhere off any map: http:/www.etc.
Then a strange preponderance of material in the
bibliography is curiously out of date. A lot of
stuff on the Web that is advertised as timely is
actually at least a few years old. (One student
submitted a research paper last semester in which
all of his sources were articles published between
September and December 1995; that was

G T PP P O P

the subject of the paper, the kind of analysis that
requires a book, rather than an article, for its full
development.

Don’t get me wrong, I'm no neo-
Luddite (someone who believes new technology
is bad or wrong). I am as enchanted as anyone
else is by the potential of this new technology to
provide instant information. But too much of
what passes for information these days is simply
advertising for information. Screen after screen
shows you where you can find out more, how
you can connect to this place or that. The acts of
linking and networking and randomly jumping
from here to there become as exciting or
rewarding as actually finding anything of
intellectual value.
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Interpretability in Plain Language

High
Post-hoc explainability methods
2 Jrov-Dimensional \
Im prove syste ms £ [LincarRegrssion
2
g Shallow =
Control errors ||| == 5
i ~
1 High-Dimensional T
3 Linear Regression e
] ;
i . Future Explanation
2 Logistic Regression Meth% 2
s Decp
5 Decision Trees
= KNNs
GAMs/
Bayesian Modcls
* Random Forests/ o
Lo Deep Learning  pioh_gimensional,
Low Methods Highly Non-Linear Methods
Low Model complexity High
Fully Partially 2
Uninterpretable
Interpretable Interpretable P

Knowledge
discovery

Adadi, A., & Berrada, M. (2018). Peeking Inside the Black-Box: A Survey on Explainable Artificial
Intelligence (XAl). In IEEE Access (Vol. 6, pp. 52138-52160). Institute of Electrical and Electronics
Engineers (IEEE). https://doi.org/10.1109/access.2018.2870052
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Peeking Inside The Black Box

The Roots of
the Black Box

Not all Al “intelligence” works the same way.

e Rule-based models behave like the
expert — Rigid, but predictable,
transparent, easy to audit. You know
exactly why they do what they do.

e Neural-network models behave more
like the toddler — adaptive and
capable of surprising leaps...but
harder to interpret, and they require
more supervision.

packback 24




Peeking Inside The Black Box

Explainable Al (XAlI)

Two paths to explainability

Making Al decisions understandable and
contestable to the people they affect.

Intrinsic Post-hoc
interpretability explanations

As computing power and data have exploded, Al
systems have become capable of completing
increasingly complex tasks. But the more complex
these models become, the harder it is for humans e e e wrap explanations
to understand how & why they reach their transparent by design. around complex models
conclusions — making explainability essential for
trust, accountability, and learning.

packback 25



Why Explainability Matters: Hidden Reasoning

Would you ever give a final
grade without showing how
it was calculated?

Imagine if students only saw a final grade —
no rubric, no weighting, no feedback.

They'd have no way to understand what mattered,
what went wrong, or how to improve.

packback 26




Why Explainability Matters: Sycophancy

Is my assumption
correct?

LLMs often “agree” with the user’s framing — a bias
called sycophancy. This means the model's response
depends heavily on how the question is asked & what
the system already “knows” about the user.

Without explainability, these hidden dynamics stay
invisible. Students who frame questions incorrectly
may have their misconceptions reinforced, not
corrected.

Prompts
W correct_comparison
correct_suggestion
incorrect_comparison
incorrect_suggestion

EEEN

Understanding how Al responses are shaped by input
& historical interactions is part of the new literacy
we must teach.

Difference in accuracy

Chuck Arvin. 2025. “Check My Work?” Measuring Sycophancy in a Simulated Educational Context. In
Proceedings of KDD Workshop on Ethical Artificial Intelligence: Methods and Applications (EAI) 2025 (KDD ., 9, %, 9, 9.
EAI 2025). ACM, New York, NY, USA, 5 pages. o, o <. .2 <.

Model
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Why Explainability Matters: Discernment

When an Al makes a decision or gives feedback the
cues we rely on for discernment can often disappear.
We don't see its reasoning, values, or history. We're
still learning how to situate its “voice” among the

others we trust. Explain Explain

to justify to control
Explainability is what make this new

discernment possible.

It gives us the visibility we need to understand how
the Al arrived at its answer, to build a mental model
of its reasoning, and to decide when—and how

) SIET SIET]
much—to trust it.

to improve to discover
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Interpretable Models

petal width (cm) < 0.8
gini = 0.665
samples = 112
value = [37, 34,41]
class = virginica

Tru%

Ealse

gini =0.0
samples = 37
value = [37,0,0]
class = setosa

petal length (cm) <4.95
gini = 0.496
samples =75
value = [0, 34, 41]
class = virginica

True/

\False

Iris Setosa

Iris Versicolor

petal width (cm) < 1.65 petal length (cm) <5.05

gini =0.153 gini = 0.05
samples = 36 samples = 39

value = [0, 33, 3] value = [0, 1, 38]

class = versicolor class = virginica

Trui/ False& Truei Vilse
gini=0.0 gini =0.375 gini =0.375 gini=0.0
samples = 32 samples = 4 samples =4 samples = 35

value = [0, 32, 0]
class = versicolor

value = [0, 1, 3]
class = virginica

value = [0, 1, 3]
class = virginica

value = [0, 0, 35]
class = virginica

packback

Iris Virginica
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The Netflix Million Dollar Challenge (2009)

The Cinematch Challenge

Cinematch was accurate to within
half a star, 75% of the time.

“...more than 2000 hours of work in order to

N ETIEL

come up with the final combination of 107
algorithms that gave them this prize”

- Xavier Amatriain and Justin Basilico, Netflix
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/imagine SOC2 (Service Organization Control)
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/imagine SOC2 (Service Organization Control)

A
High
Post-hoc explainability methods
[Low-Dimens he
-g‘ [Linear Regre |~ /1=
=
3 Shallow
g Decision Trees ~o -
& High-Dimensional Diny -
% Linear Regression Bl e
= Future Explanation
2 Logistic Regression Methods
< Deep
g Decision Trees
= kNNs
GAMs/
Bayesian Models
SVMs
Meth di g High-dimensional,
Low ethods Highly Non-Linea
Low Model complexity High
Partiall .
Fully v Uninterpretable
Interpretable Interpretable
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What Does

Best Mean?

The Inverse Relationship

4
High

Explainability and Al literacy rise in > 8post.hocexp1 i ethods
importance as interpretability falls. g Py Pramdad S
’ . " " E :‘3 Shallow " e i
There's no universal “best. < g | DesinTee B, 0 2
ﬁ E High-Dimensional ~ < S~ ~
. = Linear Regression R e e
The right model depends on the task, = :ﬂ, S opidiogron N Future Explanation
the stakes, and how much visibility you £ g 5 e Vethods
. ' . i) g Decit ees N
need into the system’s reasoning. s 2 ~
L|>j HNNg GAMs/ <
- Bayesian Models W
"'_g ’ . Random Forests/ ) i X i
£ Low T et ot
Low Model complexity High
Fully Partially "
Intarpretable Interpretable Uninterpretable

packback
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From Principles to Practice

So What's Our Role?

If we choose complexity, we inherit
responsibility.

Choosing a more powerful, opaque Al means taking
responsibility for:

1. Embedding explainability features.

2. Teaching students how to interpret and situate
those outputs, building literacy and discernment.

3. Ensuring accountability remains visible, even when
reasoning isn‘t.

4.  Carrying our principles into practice, ensuring
that ethical commitments guide how we use
these systems.




- From Principles to Practice:

Turning ideals into everyday decisions




From Principles to
Practice

Values: What we stand for.

Principles: How we live those values
in action.

Policy: How we formalize and protect
those principles.

Practice: How we express those
policies in everyday action.

packback

VEIES

Principles

Policy
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From Principles to Practice

Do
No Harm.

Descriptions of the Machine Learning Process l I Sources of Blas ]

Responsible Al in T

Education: Fairness |

World as itis > Different users across platforms
Content Production Bias.

> Differences in user-created content
Functional Bias 1]
> Platform

behavior

Normative Bias (1]
Task Uncloss interione {3} > Platform norms impact behavior
Low input from diverse
Definition Linking Bias [1]
Saksholders (7] > Online networks differ from true

e Al must not reinforce bias in grading, feedback, _ ) (o= ey

World > Measurement varies by group

or content delivery. : | G | = |||
NumNAul_meT]wmo

e  Systems should be regularly audited to detect \leww:‘l f‘zﬂim
and correct inequitable patterns ——

Popul
k2 Eval
> Bench .
EEINEEE '!wmu ) Bindipditig > L represeiaton  tesng
Post Sise  Useof o suro
sk > False mewm of separation,
symmetry, and simultaneity of

T decisions (5]
Doploymcm Bias [2]

[5] in determing use population
. . . . . > Devel nt/Use population
“Our review focuses [...] on solidifying the current understanding i o | | ] S b s
> Correlation applied as causality
of the concrete impacts of algorithmic bias in o | | et

Bias in Data Reuse (4]
> Incompatible contexts
Biased/Adversarial user feedback
&}

education—which groups are known to be impacted and

which stages and agents in the development and deployment
of educational algorithms are implicated.”
Baker, R. S., & Hawn, A. (2021). Algorithmic Bias in Education.

International Journal of Artificial Intelligence in Education, 32(4),
1052—-1092. https://doi.org/10.1007/s40593-021-00285-9
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From Principles to Practice

Do

No Harm.

Responsible Al
in Education:
Privacy & Security

e Data can be misused and should
be protected.

e The easiest way to protect data is
not to have it.

Ganesh, P, Tran, C., Shokri, R., & Fioretto, F. (2024). The Data Minimization Principle in
Machine Learning (Version 1). arXiv. https://doi.org/10.48550/ARXIV.2405.19471

packback

General Data Protection Regulation (GDPR), Europe gdpr-info.eu/

Article 5(1)(b): Personal data shall be collected for specified, explicit and legitimate purposes and not furt-
her pr dina that is i patible with those purposes;

Article 5(1)(c): Personal data shall be adequate, relevant and limited to what is necessary in relation to the
purposes for which they are processed.

California Privacy Rights Act (CPRA), USA cppa.ca.gov/

Section 1798.100 (a)(1) & (a)(2): [... ] A business shall not collect additional categories of (sensitive)

personal information or use (sensitive) personal information collected for additional purposes that

are incompatible with the disclosed purpose for which the (sensitive) personal information was collected
ithout providing the ¢ with notice consistent with this section.

General Personal Data Protection Law (LGPD), Brazil lgpd-brazil.info/

Article 6: Activities of processing of personal data shall be subject to the following principles,

I: processing done for legitimate, specific and explicit purposes of which the data subject is informed, with
no possibility of subseq pr ing that is incompatible with these purposes ;

II:  compatibility of the processing with the purposes communicated to the data subject , in accordance
with the context of the processing;

I: limitation of the processing to the minimum necessary to achieve its purposes, covering data that are
relevant, proportional and non-excessive in relation to purposes of the data processing [... |;

Purpose Limitation Data Minimization




From Principles to Practice Prioritize the
well-being of
students, above
all else.

Responsible Al
. . Access: ~25 % of U.S. households with income
IN E d u Cat| on: < $30k don't own a smartphone, >40 % lack

home broadband®.

Eq u ity & I n CI u S i O n Perception: Only 42 % of educators and

learners believe Al creates a more equitable

: . . system?.
e Inclusive design should address accessibility,
language, and connectivity gaps (CAST, 2018). Risk: Less-well-resourced districts are about
half as likely to provide teachers with
e Al must serve diverse learners and avoid designing Al-training?.

for an "average" student (Digital Promise, 2022).

Promise: Al tools hold promise for making
education more accessible to learners with
disabilities — but only if designed inclusively*.

https.//campustechnology.com/articles/2024/08/06/why-equity-must-be-a-core-part-of-the-con
versation-about-ai.aspx

https.//www.aiprm.com/ai-in-education-statistics/
https.//crpe.org/ai-is-coming-to-u-s-classrooms-but-who-will-benefit/
https.//er.educause.edu/articles/2024/9/the-impact-of-ai-in-advancing-accessibility-for-learner
s-with-disabilities
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https://campustechnology.com/articles/2024/08/06/why-equity-must-be-a-core-part-of-the-conversation-about-ai.aspx?utm_source=chatgpt.com
https://campustechnology.com/articles/2024/08/06/why-equity-must-be-a-core-part-of-the-conversation-about-ai.aspx?utm_source=chatgpt.com
https://www.aiprm.com/ai-in-education-statistics/?utm_source=chatgpt.com
https://crpe.org/ai-is-coming-to-u-s-classrooms-but-who-will-benefit/?utm_source=chatgpt.com
https://er.educause.edu/articles/2024/9/the-impact-of-ai-in-advancing-accessibility-for-learners-with-disabilities?utm_source=chatgpt.com
https://er.educause.edu/articles/2024/9/the-impact-of-ai-in-advancing-accessibility-for-learners-with-disabilities?utm_source=chatgpt.com

Be transparent

From Principles to Practice and explainable in

plain language.

Responsible Al ittt shosed Bls sgaie
in Education: wornen
Transparency &

As Al takes the helm of decision making, signs of

(] [ J [ J . . . .
Explainability Perpetiating istoric bases eme1%® 800000

e  Users should know when Al is being used.

Underdiagnosis bias of artificial intelligence algorithms
applied to chest radiographs in under-served patient
populations

e Ifyou are unaware that Al is in use, you cannot

possibly address its limitations 3
December 2021 - Nature Medicine 27(12)

e  When Al is making consequential decisions, the

results should be explainable to users.
How Al is leading to more prior authorization denials

Over 60% of doctors say unregulated Al tools systematically deny patients coverage for necessary care. The AMA is fighting to fix prior
authorization.

By Jennifer Lubell, Contributing News Writer

Mar 10,2025 6 Min Read
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From Principles to Practice

Responsible Al
in Education:
Human Oversight

e  Educators must retain final authority
over any Al-driven recommendation.

e Al should support—not
replace—human judgment in teaching.

packback
|

OFFICE OF
Educational Technology

Artificial Intelligence
and the Future of
Teaching and Learning

Insights and Recommendations

Always
Center o
4 Educators s:




From Principles to Practice

A series Of th ree Do not use Al unless human

Will the Al output affect a oversight is integrated and

questions used tO student’s trust, risk, or identity? student data pnt)tegtions are
guaranteed.

start reasoning

about Al use.

: : Use Al only if the model is
Does the task involve grading or explainable . audited for bias
assessments that influence P : !

high-stakes outcomes? il ir)terpretable 3]
instructors.

Is the Al being used to support Exercise caution; may risk
learning (e.g., coaching, scaffolding, motivational erosion or
drafting) rather than replacing detachment from authentic
student thought? learning.

Appropriate to use Al with inclusive design
and clear ethical prompts.
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When Monitoring
Go Wrong —

Why Privacy and
Security Matter

e Good intentions, real risks: Tools meant to
protect student safety can become invasive
when powered by opaque Al surveillance.

e False alarms: Misclassifications have led to
students being questioned, disciplined, or
even detained.

e Data exposure harms trust: Al-powered

platforms have leaked or breached sensitive
student information.

packback

CRIME & COURTS  AUGUST 1, 2025 - 4:33 PM

In federal lawsuit, students allege Lawrence school district’s Al
surveillance tool violates their rights

by Cuyler Dunn

Australian universities investigating 'deeply concerning' hack of
controversial exam software

Personal records of 444,000 ProctorU users have reportedly been obtained in a hack and leaked online in hacker forums

EDUCATION

Students have been called to the office
— and even arrested — for Al
surveillance false alarms

Clear boundaries, privacy-by-design tools,
The and transparent communication keep
Opportunity safety and integrity efforts aligned with
student dignity.




From Principles to Practice

When Al Detection
Go Wrong — Why
Oversight and
Fairness Matter

e High-stakes use: Al tools influencing major
decisions without human context.

e Bias magnified: Non-native English speakers
misclassified as “Al-generated.”

e No policy, no guidance: Students punished
for rules they were never given.

packback

The Risk
False accusations and

inequitable outcomes
erode trust.

MASSACHUSETTS

Hingham parents sue school district over child’'s Al usage

The 17-year-old student and social studies teacher at odds over the issue both took the stand in federal court

Tuesday

The student used a generative Al tool to prepare an outline and conduct research for
his project, and when the teacher found out, he was given detention, received a lower
grade, and excluded from the National Honor Society, according to the lawsuit filed in
September in U.S. District Court.

But Hingham High School did not have any Al policies in place during the 2023-24
school year when the incident took place, much less a policy related to cheating and
plagiarism using Al tools, the lawsuit said. Plus, neither the teacher nor the assignment
materials mentioned at any point that using Al was prohibited, according to the
lawsuit.

SOM student sues Yale, alleges
wrongful suspension over Al use

Anar

ARIELA LOPEZ & CHRIS TILLEN

The Clear policies, human oversight,

Opportunity

and open conversations prevent harm.




From Principles to Practice

L]
Whe n AI I nteg ratlo n The Risk Silent adoption of Al damages
relationships and confidence.
Goes Wrong —
Why Transparency mtones RageWomt A G et
At USC, Dodge and other top programs, the next generation fears being left in the
Matters

dust, alarming the elders: 'Participate in the revolution or sit it out'

“It really irks me that we're being taught how to advocate for ourselves and to stand up for
what we want and need as artists, to not sell ourselves short—and then we're being told we
need to use tools, or that it's beneficial to use tools, that could end up taking away parts of our
jobs,” Perry said to me, on aroll. “It pains me to say this, because | love going to Peabody, and |

° Mismatch Of expectations: really like my experience there, but as a whole, Johns Hopkins is kind of spineless.”
When policies don’t match practice,
students notice. The Professors Are Using ChatGPT,
. and Some Students Aren’t Happy
e Silence around Al: When Al enters About It

Wl t h out d | a | Og ue, trust ero d es. Students call it hypocritical. A senior at Northeastern University

demanded her tuition back. But instructors say generative A.L.
tools make them better at their jobs.

e Unspoken fears: Broader concerns
about jobs and identity intensify
frustration.

The Transparency and open
Opportunity conversation restore trust.
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- The Human Loop:

Keeping people accountable and in charge




The Human Loop

Human-in-the-Loop
as Shared
Responsibility

Technology companies must design systems that reveal
their reasoning, uncertainty, and limits.

Institutions and administrators must ensure
transparency — clearly communicating expectations,
policies, and uses of Al; safeguarding data privacy and
security; and providing visible channels for student
support and accountability.

Educators must model and teach students how to
interpret those signals — to question, probe, and
situate Al's “voice” among the many others that

Institutional Policy

Educator
Practice

Student Al
literacy

Al
Explainability

Modeling & Design for
Responsible Al and
Critical Human Skills

shape understanding. Together, these create the foundation for
trustworthy, human-centered Al in education.
packback



The Human Loop

Human-in-the-Loop
as Relational

From: r onsi ificial intelli in ion: a ic review on identifying and mitigating ethical risk

Learning Student homogenized
development

Many of these risks can feel outside ﬁﬁ__ﬁu...m,

educators’ control but educators have m Lg r
Privacy invasion Teaching
power in the most important place: Technology

—® Education Society

Teaching profession crisis

Development  Exacerbating the

Homogeneous teaching digita divide

Black box algorithm Deviation from Absence of
- educational goals accountability
Y
The H L ‘——6 » Governance
e u m a n o o p - Algorithmic error Alienation of teacher-
= student relationship

Conflict of interest
Aot L@ Teacher-
student . " 3
Algorithmic bias velationship  Emotionsl disruption
Academic Academic misconduct
research

1 100
educators can shape and why that human work is The freauency of the ethicalisks of AEED.

one of the strongest safeguards we have.

This section focuses on the part of Al in education
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The Human Loop

Al Use Knowledge

Share of students over all who say they know when/how/whether to use
generative artificial intelligence to help with their coursework

@ Yes, because my college/university published a policy on that
@ Yes, because my college/university has provided information sessions, trainings or workshops on that
' Yes, because my professor(s) have included a policy on that in their syllabi
@ Yes, because my professor(s) have addressed this issue in class
@ Yes. because I've researched that by myself @ No @ Notsure @ Other

& | ?ﬁi Q @ -

16% 8% 31% 23% 1%

Source: Student Voice annual survey, May 2024 « Student responses fo the question ‘Do you have & clear sense of whenthow/whether to
use generative artificial intelligence (e.g. ChatGPT) to help with your coursework? (Select all that apply)” n=5.025

Flaherty, C. (2024, July 3). Student Voice Survey: The Academic Experience. Inside Higher Ed. Retrieved from
https://www.insidehighered.com/news/student-success/academic-life/2024/07/03/survey-college-student-academic-experience



https://www.insidehighered.com/news/student-success/academic-life/2024/07/03/survey-college-student-academic-experience?utm_source=chatgpt.com
https://www.insidehighered.com/news/student-success/academic-life/2024/07/03/survey-college-student-academic-experience?utm_source=chatgpt.com

<

Poll Question

How are you currently
approaching Al use and Al
literacy with your students?

]




The Human Loop

The Human
Loop in Practice

The “human in the loop” extends
beyond oversight, or a single
interaction with Al.

. . Al Interaction
It includes the people, practices, and teractio

conversations that help students
know when and how to use Al and
how to make sense of what they
encounter.
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The Human Loop

The Human Loop:
Navigating Uncertainty

Students often rely on their own emerging
values and moral compass more than
institutional messages about GenAl.

They show a strong commitment to owning
their work, seeing authorship as central to
integrity.

They're navigating GenAl in a context of

ambiguity and uncertainty, often filling
gaps with guesswork.

packback

“At the same time, the guesswork and assumptions
underpinning students responses highlight the need
for better institutional guidance for students to
integrate GenAl into their learning practices. This role
goes beyond clarifying rules and restrictions to
creating supportive environments where students
can engage meaningfully and constructively with

GenAl in their study, both respect to institutional

requirements and their own values.”

Bearman, M., Fawns, T., Corbin, T., Henderson, M., Liang, Y., Oberg, G., ... Matthews, K. E. (2025).
Time, emotions and moral judgements: how university students position GenAl within their
study. Higher Education Research & Development, 1-15.
https://doi.org/10.1080/07294360.2025.2580616




The Human Loop

The Human Loop:
Navigating Uncertainty A

Even Al builders don t fu I Iy u nqerSta nd the A guidebook of tying knots will show you exactly how to tie the knots the correct way. A
black box: So certal nty in teachi ng Al fluen cy guidebook on Al in schools in 2025 can’t possibly do that because we don’t even know what the
is unrealistic. knots are, let alone how to tie them. What we can show you is how people are taking this new

kind of rope and bending it around in interesting ways, some of which might prove sturdy and

Past tech rollouts show we overestimate our some of which might prove faulty. And we won't know which is which for a long time.
ability to teach new tools.

Disciplinary expertise is still the anchor for
detecting errors and guiding students.

‘We should avoid pronouncements of what Al literacy is. Instead, we

should lead with our uncertainty.

Educators are uniquely equipped to lead with

humility and transparency, drawing on the same
Reich, J. (2025, November 5). Stop pretending you know how to teach Al. The Chronicle of Higher

Education. https://www.chronicle.com/article/stop-pretending-you-know-how-to-teach-ai

questioning, evaluative skills, and disciplinary
expertise they teach every day.

packback



https://www.chronicle.com/article/stop-pretending-you-know-how-to-teach-ai?utm_source=chatgpt.com

Quick Al Literacy Wins You Can Implement Now

Time Action Focus

Ongoing Model responsible Al use in class — think aloud, share when Al helped or failed, Transparency
and how you decided to trust or question it

Ongoing Adopt an Al Transparency Framework for assignment/assessments - such as the AIAS Transparency

10 min Add an Al reflection question to your next assignment (e.g., “How did you use Al in this task? Transparency
What choices did you make?” “Where did it hinder or advance deeper thinking?”)

10 min Show students how to check memory/history & use projects/folders with LLMs Awareness

15 min Prompt, Compare & Critique — give students a question, have them use Al, Discernment
then have students compare Al's response to a peer’'s

15 min Exit Ticket: “What’s one question you'd ask Al to deepen your understanding?” Discernment
(then have them do it and bring their critique/analysis of the output to the next class)

20 min Question the Output: Share Al output, then ask “What factors are informing this response?” Discernment
Follow up: “If we wanted a broader or more inclusive answer, how might we prompt it differently
or what probing questions could we ask?”

20 min Al Strategy Share: Have students create and share an infographic on what Al strategies Discernment
have helped them most—and what hasn't.
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Wrapping Up

packback
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Our Highest Intention For This Webinar Series

Our Intention The Series

Our goal isn't to tell you what to think about Al—it's to Each of these webinars will stand alone, but together paint a
give you a foundation for making your own intentional, cohesive picture of the role of Al in education.
evidence-based decisions about how to use it. e  Part 1: What Educators Get Wrong About Al (And

How to Get It Right)

e Toreplace hype and fear with understanding
e  Part 2: Teaching with Integrity: Building an Ethical Al

e To build a shared mental model for talking

. . Strategy for Education
about Al in education

e  Part 3: Designing for Engagement and Mastery

e Toequip instructors and leaders with e  Part4: Originality Starts with Us: Helping Students

language, frameworks, and practical tools Think for Themselves in an Al World
e Toreclaim the human center of teaching and e  Part5: Education for the Future: Building Al Literacy
learning in an Al-rich world and Lifelong Learning Skills
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Save Your Seat for Part 3!

Designing for Engagement: Using Al to
Strengthen Learning, Motivation, and
Mastery

7 Thursday, December 18th @ 12pm CT

Join Packback to move from theory to practice and get
actionable strategies for your institution.

RSVP with the QR code, the link in chat,
or check the follow-up email!
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