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The Integrity 
Dilemma in the 
Age of AI
The conversation around academic integrity 

has never been more urgent—or more 

complicated. Artificial intelligence has reshaped 

the way students learn, write, and interact with 

their assignments. Yet as institutions rush to 

adapt, many find themselves solving the wrong 

problem: focusing on detecting plagiarism, 

rather than preventing it or understanding 

why it happens in the first place.
This lack of institutional guidance leads to confusion. 

A study from The Penn Graduate School of Education 

found that 36% of students reported not receiving 

any guidance from instructors on whether AI use was 

allowed, leading to uneven and improvised practices 

across campuses.

When the lines are blurry, the landscape becomes 

harder to navigate. The goal of this ebook is to help 

institutions and educators forge a path forward. It 

examines the unintended consequences of relying 

solely on plagiarism detection, the damage such 

approaches can cause to student trust and institutional 

reputation, and the growing demand for transparent, 

student-centered academic integrity solutions. Through 

research, real-world examples, and a bold reimagining 

of what originality means, we’ll make the case for why 

prevention—not detection and punishment—is the 

only sustainable way forward.

Let’s begin by exploring where detection-only tools fall 

short—and how that gap is impacting not just students, 

but institutions themselves.

The surge in AI use is undeniable. According to a 2024 survey by the Digital Education Council, 

86% of students incorporate AI into their studies, with nearly a quarter using it daily. Students are 

using tools like ChatGPT, Grammarly, and Bard to write, research, and manage their academic 

work. And yet, institutions continue to rely on detection-only models that were not designed to 

navigate this new landscape. In fact, 94% of AI-generated college writing goes undetected by 

instructors, according to a Forbes report.

https://www.gse.upenn.edu/news/students-are-leaning-ai-faculty-need-catch-according-penn-gse-study
https://campustechnology.com/articles/2024/08/28/survey-86-of-students-already-use-ai-in-their-studies.aspx?utm_source=chatgpt.com
https://www.forbes.com/sites/dereknewton/2024/11/30/study-94-of-ai-generated-college-writing-is-undetected-by-teachers/
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The Problem with Detection-Only Solutions
For decades, institutions have relied on plagiarism detection tools like Turnitin as a cornerstone of their academic integrity 

approach. But in the age of AI, these tools are showing serious cracks—not just in performance, but in philosophy.

And yet, many of the tools still in place haven’t evolved to meet that reality. Platforms like 

Turnitin continue to operate as black boxes: they flag submissions after the fact, provide 

limited to no feedback, and rarely offer students a chance to learn from mistakes before facing 

consequences. The result is a punitive workflow that prioritizes enforcement over education 

and little opportunity for learning or growth.

For example, Turnitin has introduced AI detection features to address the rise of AI-generated 

content. However, the effectiveness of these features is questionable. Turnitin claims its AI 

detection tool is 98% accurate in identifying AI-created content. However, this assertion has 

been met with skepticism.

For instance, the University of Kansas highlights that Turnitin’s AI detection tool 

has a margin of error of plus or minus 15 percentage points, meaning a score 

indicating 50% AI-generated content could actually range from 35% to 65%. Such 

variability raises concerns about the tool’s reliability in high-stakes academic 

settings. It’s a flawed approach that puts students and institutions at risk.

Detection-only tools were built for a time when plagiarism was 

easier to define and arguably easier to detect. They assume a clear 

line between “original” and “copied,” between honest and dishonest 

work. But today’s students live in a more nuanced world. They’re 

using AI for research, organization, language improvement, and 

idea development—sometimes with guidance, often without it. 

They’re not trying to cheat; they’re trying to adapt.

https://cte.ku.edu/careful-use-ai-detectors
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The fundamental question isn’t whether we can detect 

AI use—it’s whether that should be the focus. Because 

every ounce of energy spent trying to “catch” misconduct 

is energy not spent helping students learn. It’s time to 

reframe the goal—not enforcement, but prevention.

But in order to get there, we need to start 
by asking the harder question: Why are 
students turning to shortcuts in the first 
place? The answer reveals a much deeper 
opportunity—not just to address academic 
dishonesty, but to prevent it by design.

The Impact of 
Detection Only 
Solutions

The pitfalls of detection-first 

models aren’t hypothetical—

they’re unfolding in real time. At 

the University of Minnesota, a 

graduate student was expelled 

after being accused of AI use. 

The student denied wrongdoing 

and sued the university, 

citing reputational harm and 

emotional distress. Regardless 

of the outcome, the institutional 

consequences were clear: 

fractured trust, public backlash, 

and legal exposure.

Legal Risks
These challenges reflect a deeper 

issue: most detection tools are ill-

equipped to handle the nuance of 

AI-assisted writing. The Center for 

Innovative Teaching and Learning 

at Northern Illinois University 

warned that even a 1% false 

positive rate could mean over 

220,000 wrongly flagged essays 

annually among first-year college 

students alone. Meanwhile, a 

Stanford study showed these 

tools disproportionately flag 

non-native English speakers, 

raising serious equity concerns.

False Positives

Beyond student impact, these 

systems strain faculty and 

administrators. Vague flags and 

unclear guidance shift educators 

from mentors to investigators—

damaging relationships and 

draining time. And in a climate of 

declining enrollment—projected to 

drop 15% over the next decade—

institutions can’t afford to alienate 

students with systems that prioritize 

punishment over growth. Students 

will notice and they will choose 

to go elsewhere.

Reputation/
Enrollment Decline

https://mndaily.com/292797/campus-administration/ph-d-student-sues-umn-files-human-rights-complaint-after-ai-plagiarism-expulsion/
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Root Causes of 
Academic Dishonesty
If we truly want to improve academic integrity, we must begin by 

understanding why students cheat in the first place. Contrary to 

popular belief, most academic dishonesty isn’t driven by malice or 

laziness—it’s driven by confusion, pressure, and lack of support.

The result? Inconsistency and anxiety. When rules are unclear, 

students make different assumptions about what’s allowed, often 

influenced by how desperate, overwhelmed, or underprepared they 

feel. This doesn’t just create an environment ripe for misuse—it 

creates one where students feel they have to fend for themselves.

The University of Illinois Chicago’s 2024 report on AI usage further supports this sentiment. While 40% 

of students acknowledged the value of AI tools for writing and research, more than 30% said they wanted 

clearer education on responsible AI use. A graduate student put it succinctly:

It’s not just AI that causes confusion—it’s merely 

an aspect of the state of academic assessment. 

Most students aren’t cheating because they 

don’t care, but because they feel overwhelmed, 

under-supported, or unclear about expectations. 

High-stakes assignments with minimal feedback, 

poor scaffolding, and inconsistent enforcement 

of policies all contribute to a system where 

dishonesty feels like a survival mechanism.

And when institutions respond with detection and 

discipline rather than education and transparency, 

it reinforces a cycle of fear, not learning.

We need to flip the script. The path to better 

academic integrity isn’t more surveillance—it’s 

more support. It means offering students timely, 

constructive feedback before submission. It means 

designing assignments that prioritize thinking over 

regurgitation. And it means teaching students how 

to use AI tools responsibly, rather than assuming 

they won’t.

When students understand the “why” behind 

integrity, and when they’re given tools to help 

them stay on track, they rise to the challenge. The 

goal should be to foster that growth—not punish 

its absence.

A 2024 study from the Penn Graduate School of 
Education highlights this disconnect clearly. Among 
students surveyed, 36% said they received no clear 
instruction from faculty about whether using AI was 
permitted in their coursework. In that same study, 
students reported that institutional policies were often 
improvised mid-term or absent altogether—leaving them 
to guess where the line was drawn.

“People need to be trained in AI. As far as I know, I have not seen a 
training course related to how AI can be used in research at UIC…which 
can both increase the quality of research and save time.

https://learning.uic.edu/news-stories/report-on-student-attitudes-towards-ai-in-academia-at-uic
https://www.gse.upenn.edu/news/students-are-leaning-ai-faculty-need-catch-according-penn-gse-study
https://www.gse.upenn.edu/news/students-are-leaning-ai-faculty-need-catch-according-penn-gse-study
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Detection-first approaches often communicate that 

students are presumed guilty until proven innocent. When 

tools flag assignments post-submission—often without 

context, recourse, or opportunities for revision—it 

breeds a culture of fear and even inequity. A study done 

on the impact of AI in diverse learning environments 

noted that “technological surveillance in academic 

settings disproportionately impacts student confidence 

and self-efficacy,” particularly among underrepresented 

and international student populations. Over time, this 

atmosphere discourages students from seeking help and 

fractures the educator-student relationship.

Undermining Student Trust 
and Psychological Safety

Increasing Faculty Workload 
and Assessment Fatigue

Rather than reducing instructor burden, detection 

tools often add complexity. Faculty are left interpreting 

ambiguous AI scores, investigating suspected misconduct, 

and navigating conversations with confused or distressed 

students. A 2025 report from the Chronicle of Higher 

Education found that 78% of faculty felt ill-equipped 

to handle AI-related academic integrity issues, citing 

“unclear policies” and “lack of institutional support” as top 

challenges. The result is a pedagogical pivot away from 

innovation and toward damage control.

The True Cost 
of Relying 
on Detection 
Only Academic 
Integrity Solutions
For decades, institutions have relied on 

plagiarism detection tools like Turnitin as 

a cornerstone of their academic integrity 

approach. But in the age of AI, these tools are 

showing serious cracks—not just in performance, 

but in philosophy.

Explore Packback’s 
Library of Resources

Learn More

https://www.mdpi.com/2071-1050/16/20/8992
https://www.chronicle.com/newsletter/teaching/2025-01-30
https://www.chronicle.com/newsletter/teaching/2025-01-30
https://packback.co/resources/
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Driving Legal and Reputational Risk Straining Institutional Resources
False positives and uneven policy enforcement introduce significant 

institutional risk. As recent cases have shown, students who feel 

unfairly accused are increasingly turning to appeals, the media, 

or even litigation. In an environment where public trust in higher 

education is already under strain, institutions that appear punitive 

or technologically overreaching risk reputational fallout that can 

reverberate across departments and enrollment pipelines.

It’s important to note that the cost integrity programs are not just 

financial—but also cultural. From software licenses to legal resources 

to added administrative cycles, detection-focused strategies divert 

energy and dollars away from instructional support and student 

development. In an EDUCAUSE study, 74% of provosts surveyed 

reported concern over the “unsustainable scaling” of academic integrity 

enforcement under current models. Institutions are beginning to ask: is 

this approach working—or just compounding the problem?

In light of these challenges, it becomes evident that a paradigm shift is necessary. Moving away from a punitive, detection-centric model towards a 

more supportive and educational framework can better serve the goals of academic integrity. By fostering an environment that emphasizes learning 

and ethical development, institutions can address the root causes of academic dishonesty more effectively. This approach not only eases institutional 

burden, but also prepares students to navigate the complexities of the modern academic landscape with integrity and confidence.

https://er.educause.edu/articles/2024/10/2025-educause-top-10-10-supportable-sustainable-and-affordable
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The Shift Toward 
Prevention and 
Support
So, if detection alone is not the answer, then what is?

For institutions ready to move beyond reactive 

enforcement, the opportunity lies in reframing 

academic integrity as a proactive, instructional 

challenge—not a surveillance problem. Rather 

than catching plagiarism after it happens, the most 

effective strategies guide students to address 

plagiarism in real-time. This is where the concept of 

plagiarism prevention becomes not just a technical 

solution, but a pedagogical must.

That means designing tools and systems that treat 

originality as a skill to be developed—not something 

that needs to be policed.

While concerns about AI misuse persist, educators across 

institutions are beginning to recognize the value of AI 

writing tools when they are integrated with intention 

and designed to teach, not just detect. A study in Cogent 

Education found that students who used AI writing tools 

with in-draft feedback experienced improvements in 

organization, clarity, and overall confidence. These tools 

didn’t hand students answers—they coached them through 

the writing process.

This aligns with what we’ve heard directly from educators: 

AI tools shouldn’t be used to replace thinking—they should 

be used to scaffold it. When students receive formative 

feedback in real time—on grammar, structure, citations, 

and depth—they’re more likely to revise, reflect, and 

develop their ideas with care. Instructors echoed that this 

kind of proactive support is far more effective than 

post-submission flags that penalize without teaching.

It’s not just a pedagogical win—it’s a practical one. 

Institutions report that integrated platforms with real-

time originality checks and coaching reduce faculty 

workload by surfacing issues before submission, not after. 

One college noted that Packback, which offers an all-in-one 

workflow, helped reduce the mental load of juggling tools 

for feedback, plagiarism detection, and grading. It created a 

cleaner, more human-centered process—one that keeps 

students and educators aligned.

Contrast that with what many schools described as the 

“punitive,” post-hoc approach of detection based tools 

like Turnitin, which often introduces false positives, 

confusion, and stress—especially for non-native English 

speakers. Instructors reported “souring student trust” and 

“adversarial dynamics” as common side effects of relying on 

black-box detection tools.

When students are empowered to check their work before 

submission, it builds ownership, not anxiety. It gives 

them a chance to ask questions, revise, and understand 

expectations—not guess at them. And when that 

transparency is built into the process rather than tacked on 

at the end, the result is more trust, stronger writing, and 

fewer violations to begin with.

We don’t need to lower the bar on integrity. We need to 

raise the bar on how we help students reach it.

AI Writing Tools as Confidence Builders—Not Shortcuts

https://www.tandfonline.com/doi/full/10.1080/2331186X.2023.2236469
https://www.tandfonline.com/doi/full/10.1080/2331186X.2023.2236469
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A Framework to 
Raise the Bar of 
Integrity
Academic integrity isn’t something that happens 

at the point of detection—it starts much earlier, 

in the design of courses, assignments, and 

classroom relationships.

The University of Minnesota’s Teaching Support division offers a powerful model grounded 
in six key principles that shift the focus from catching violations to creating the conditions for 
authentic learning and student-centered integrity. These include:

This approach isn’t just theoretical—it’s grounded in what 

works. These strategies reduce the ambiguity and anxiety 

that often drive misconduct in the first place. When students 

understand the expectations, feel supported in meeting 

them, and are given opportunities to practice integrity and 

originality, they’re more likely to recognize it as a value or skill, 

not just a rule.

And for educators, this framework reframes academic integrity 

from a reactive process into an instructional opportunity. 

Instead of managing violations, educators are empowered 

to cultivate ethical reasoning, writing resilience, and critical 

thinking—skills that extend far beyond the classroom.

Integrity, in this sense, isn’t just compliance. It’s confidence, 

clarity, and connection—and it’s something we can build, not 

just monitor.

• START WITH TRUST

Assume students want to succeed ethically and 

design environments that reflect that belief.

• CLARIFY EXPECTATIONS

Be explicit about what constitutes appropriate use 

of AI and other technologies in your course.

• OFFER OPPORTUNITIES FOR PRACTICE

Give students low-stakes chances to learn 

citation practices, revision, and feedback-based 

improvements.

• CREATE ASSESSMENT CONDITIONS THAT 
PROMOTE HONESTY

Scaffold major assignments, provide 

checkpoints, and ask for process-based artifacts 

like outlines or revision notes.

• DISCUSS INTEGRITY EARLY AND OFTEN

Treat academic integrity as a skill, not just a policy, 

and make it part of the learning conversation.

• DESIGN WITH EMPATHY

Consider the pressures, constraints, and lived 

realities your students face, and design policies 

and assignments accordingly.

https://teachingsupport.umn.edu/resources/academic-integrity/framing-contract-cheating-academic-integrity/6-principles
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Rethinking Integrity 
with Packback
As institutions look to build integrity and move away from 

punitive, detection-only models, they need solutions that reflect 

a deeper truth: academic integrity isn’t something you enforce—

it’s something you enable. Students don’t need to be policed into 

honesty. They need to be guided toward it with the right tools, 

the right feedback, and a process that invites learning rather 

than fear.

Packback is built for that next chapter.
It’s not just a plagiarism detector—it’s a system for building 

originality, transparency, and academic confidence through real-

time feedback and revision support. Packback Originality helps 

students learn how to write with integrity by providing clear, 

formative insights before an assignment is even submitted. By 

integrating real-time feedback to allow students to make edits 

prior to submitting their work, Packback fundamentally shifts 

originality from being a matter of enforcement to being an 

opportunity for growth and authentic learning.

Designed to Prevent, Not Just Detect

Most originality tools operate like red-light cameras—students 

find out they’ve done something wrong after it’s too late to fix it. 

Packback Originality flips that model. It gives students agency, 

allowing them to check their own work, understand what’s 

flagged and why, and revise accordingly.

• Real-Time Originality Feedback - Students receive 

originality reports as they write, including detailed 

highlights of matched text, AI-detected content, and 

paraphrased sections. Each flag includes a plain-language 

explanation and recommendations for revision.

• Guided Revision Workflows - Unlike rigid detection tools 

like Turnitin, Packback encourages iterative improvement. 

Students can revise and re-check their work prior to 

submission—reframing originality as a skill to practice, not 

a hurdle to clear.

• Instructor Transparency - Faculty see when a student 

has engaged with the feedback and resubmitted work. This 

context supports conversations about academic integrity, 

reducing guesswork and unnecessary escalations.
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Rooted in Pedagogy, Built for Scale

Packback Originality is not just technically innovative—it’s 

instructionally aligned. The platform is informed by research in 

writing pedagogy, feedback theory, and academic motivation 

frameworks such as Self-Determination Theory. It recognizes 

that when students feel autonomous, competent, and 

supported, they are far more likely to write with integrity and 

pride in their work.

• Supports Writing Across Disciplines - From first-year 

composition to capstone projects, Packback Originality 

is designed to support any writing-based assignment—

regardless of discipline or level.

• Equity and Privacy by Design - Packback Originality is 

FERPA-compliant, GDPR-ready, and avoids overreliance 

on probabilistic “AI use scores” that can lead to biased or 

inaccurate results. The system is intentionally designed to 

avoid flagging students for exploring ideas—it focuses on 

learning, not surveillance.

• Actionable Data for Educators and Institutions -  Faculty 

and administrators gain insight into where students are 

struggling, how they’re responding to feedback, and how 

academic integrity trends are evolving over time. This isn’t 

just a tool—it’s a window into your learning ecosystem.

Packback Originality is more than a product—
it’s a mindset shift.

One that moves us away from fear-based enforcement and 

toward student-centered learning.One that believes in clarity 

over confusion, support over suspicion, and prevention over 

punishment.

Because originality isn’t just something to detect. It’s something 

to develop.
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Redefining Integrity 
in the Age of AI
Academic integrity has never been more complex—or more important.

The rise of generative AI has exposed cracks in the traditional infrastructure 

of enforcement-based integrity models. But it has also opened the door for 

something better: a more transparent, student-centered, and instructional 

approach to building originality.

The question institutions must ask isn’t “How do we catch more misconduct?”

It’s “How do we design learning environments that make misconduct unnecessary?”

Packback Originality answers that call. It gives students the feedback, context, 

and support they need to write with confidence and clarity. It gives faculty the 

insight and tools to mentor more effectively—not investigate more frequently. 

And it gives institutions a path forward that aligns with their mission: not just to 

certify learning, but to nurture it.

Ready to build 
a better path 
to originality?

Let’s talk about what that could 
look like for your institution.

Learn More

https://packback.co/request-a-demo/

